ABSTRACT
New processes, patterns, structures, tools, languages, and practices are being proposed for software development, but technology transfer is hard to achieve. One of the objectives of empirical studies is easing technology transfer from academy to industry. On the other hand, there are a number of issues that hinder the application of empirical studies, more specifically, controlled experiments. This paper defines a visual DSL for modeling controlled experiments supporting researchers that are not experts in such study. By using the language, the researcher is guided to define the elements of an experimental plan and connections, which is automatically generated, resulting in a complete document of experimental plan. The proposed environment assists in defining the connection of controlled experiments, increasing empirical evaluation of the proposed technologies. More specifically, the current version of our proposal generates the experimental plan from the experiment model defined using the DSL.

1. INTRODUCTION
Researches in Software Engineering normally propose new processes, patterns, structures, tools, languages, or practices for software development, typically in order to increase productivity and quality of products and services. However, technology transfer is hard to achieve and empirical studies try to help in moving technology from academy to industry [15, 12, 2].

A great part of these researches that propose new methods fail to present empirical evaluation. Only through these evaluations it is possible to establish whether and in which context the proposed technique is efficient, effective, and can be applied [6, 15, 11, 10], therefore easing technology transfer. According to Sjøberg et al [11], among 5,453 scientific articles published in 12 of the main journals of software engineering between 1993 and 2002, only 1.9% had a controlled experiment involved.

In order to make an empirical evaluation, it is necessary to point out empirical methods and techniques. Also, it is possible to adapt these in the context of software engineering. Empirical Software Engineering includes several types of studies, such as Surveys [6] Case studies [15], Secondary studies [7] and Controlled experiments [15, 10].

Each one of these studies has its own characteristics and should be used in specific contexts. In this paper we will focus on controlled experiments, which is the most controlled technique and is also commonly used within a very specific context [15, 10]. Therefore, such controlling and specificity use to compromise experiments generalization. On the other hand, experiments are a good technique to validate the effects of each small change in the observed environment, not requiring real world conditions, which are often difficult to obtain in academic research [6, 15]. Thus, a controlled experiment can be a good method to pinpoint if a technique, method or process in software engineering does what it claims it does. Additionally, it creates a setting for even more applied and less controlled empirical research conditions, such as surveys and case studies [6].

To conduct a controlled experiment it is necessary to bring together a wide range of skills that often create a barrier for adopting the technique. The conduction of an experiment requires skills in the matters we want to check (software engineering in this case), experience with technical terminology, statistics, as well as expertise in designing the experiment. Above all, the controlled experiment is a very particular knowledge domain.

In order to limit, define, and accelerate the development of solutions in a specific field, the concept of domain-specific languages (DSLs) has been created. These languages tend to be very expressive and natural, even for people without previous programming knowledge. DSLs are largely used to express problems within a specific domain in a natural and fluent way.

Since DSLs are good alternatives to model solutions in a specific domain, adding the fact that controlled experiments have their own domain vocabulary, the definition of a DSL is adequate to the problem of modeling and conduction of controlled experiments in software engineering. It mitigates social barriers between stakeholders in the field we want to validate, the team of statisticians, the experiments designers, and the domain expert.
In the face of all those previously explained reasons, this paper presents the definition and development of a visual DSL for modeling controlled experiments in software engineering. Our solution generates the experimental plan document from an instantiation of our domain model. By using the language, the researcher is guided to define the elements of an experimental plan and connections, which is automatically generated, resulting in a complete document of experimental plan. This DSL is the kick off for a major research initiative that is the development of a platform for conducting empirical studies in software engineering. Such platform and computer-aided systems are necessary tools to increase the volume and quality of empirical studies in software engineering [14].

This paper is organized as follows. Section 2 addresses the main concepts of empirical software engineering and controlled experiments. The approach we used to propose a DSL is discussed in Section 3. Section 4 presents the DSL and the workbench we defined to model controlled experiments. Section 5 presents the related work. Conclusions are discussed in Section 6 and future work in Section 7.

2. EMPIRICAL SOFTWARE ENGINEERING AND CONTROLLED EXPERIMENTS

The use of scientific method involves the comparison of theories and techniques with reality in order to verify if those are valid enough to be taken forward. A major problem in the current scenario is that software engineering has used time as a parameter for validity of its theories in detriment of confrontation with reality through experimentation. The value of an idea is judged by whether or not people use the idea. If many people use the idea, for a long time, it seems to be certain [6].

Since it is critical to use empirical methods to evaluate theories for software engineering, it is also necessary to master technologies for conducting the studies, as well as expertise to overcome the problems inherent to them. Some of the impediments to the systematization of empiricism in software engineering are: lack of familiarity with the scientific method, lack of experience in analyzing the data, and lack of comprehension to deal with the burden related to the human factors in software development.

In order to remove or at least reduce the presented obstacles, some actions are necessary. If software developers are not familiar with the scientific method, it is interesting to present them with positive results in other disciplines such as engineering and medicine. This would be a way of showing that the cycle of hypothesis confrontation with the reality is of great value to have a better understanding of the construction of a software. In the case of developers lacking the experience to analyze the data, just show them that the necessary statistical and mathematical foundation is part of their own education as engineers. If the experiment examples are more common in other areas such as agronomy and medicine, a good solution is to increase the volume of empirical studies in software engineering to create a body of knowledge and appropriate terminology. Finally, if human factors are strong confounders in the development of software, we can make use of knowledge from human sciences in conducting empirical studies in order to control and minimize such biases [6].

Once the obstacles are removed or controlled, it is possible to say that we are ready to conduct an empirical study. So the next step is to select which type of study is best suited to our research. For now, it is important to know the categories of empirical studies. Thus, we have two types of classifications for empirical studies: according to the nature of the data and regarding the process of conducting the study. Concerning the nature of data, there are qualitative and quantitative studies. On the strategy of conduction, there are surveys, case studies, secondary studies, and controlled experiments.

Quantitative studies investigate the relationship between the numerical variables being examined. Qualitative research, on the other hand, tries to understand the objects in their natural state without having to establish numerical relationships [6].

In addition to the types of studies by the nature of the data, there are studies on the strategy of conduction. Surveys, for example, are investigations made in retrospect, typically through interviews and questionnaires, when some method or tool is already being used, seeking to interpret the results to generate descriptive and explanatory conclusions. Case Studies, on the other hand, are widely used to monitor projects and activities during its execution, collecting data and doing statistical analysis without much control over the observed environment. Secondary and tertiary studies, such as systematic reviews and mapping studies are made by gathering up the empirical research done in a particular area of knowledge aiming to organize and take nontrivial conclusions about the subject in question [7]. Finally, controlled experiments are usually careful examinations made in a laboratory with a high degree of control. These studies are intended to manipulate variables and to observe their effects, to perform statistical analysis and draw conclusions about the impacts of variables in their contexts [15].

The experimentation process is done at different levels by various groups within the software engineering community, which means that each group must take a specific responsibility in verifying knowledge. The first link in the chain is the researcher, which proposes theories, methods, tools, and techniques to address open problems. This level of testing is most commonly performed in laboratories at highly controlled environments, in contrast to the studies in the real world. However, this first level of research is extremely necessary to answer preliminary questions such as: Does the methodology have some effect on the team productivity? Does the programming paradigm X have an impact on the readability and maintainability of the code? These are some of the recurring questions in software engineering [6].

In order to obtain reliable results when conducting a controlled experiment, it is important to follow a well-defined systematic process. When we say process, we should understand it as guide to support some activity from the very beginning to its own end. Within this perspective we can characterize the process of conducting a controlled experiment with the following phases: definition, planning, operation, analysis, and presentation [15].
During the definition phase, the researcher is concerned with the experiment setup, in terms of problems and objectives. Then, in the planning phase, the researcher must design the experiment in order to specify variables, treatments and threats to validity. Later, during the operation, the experiment is actually executed according to a plan and the data originated by the execution collected. Once the data was collected, the next step is to perform an exploratory analysis of these data, which is to perform a statistical analysis and further hypothesis tests of these. Finally, the researcher must present the analysis and further conclusions for the experiment [15].

In addition, it is still necessary for the researcher to know the terminology inherent to the field of experimentation. With these terms in mind, the researcher will be able to map each concept to the experiment to be performed. Some key concepts are: experimental unit, experiment participants, response variables, parameters, factors, levels, block variables, validity, and others [15, 6].

The experimental unit or experimental object is the entity who “suffers” the execution of the experiment and can only be well defined in accordance with the objectives of the experiment. Patients are typically the units of a medical experiment. A software project or a phase of a development process can be the experimental unit of a software engineering experiment.

Participants are those individuals who apply, in the experimental unit, the techniques and methods that are being tested. In some branches of knowledge, the participant exercises little or no influence on the outcome of the experiment. However, it is known that in software engineering participants are key players influencing both positively and negatively the results of the experiment.

Response variables or dependent variables are typically the outputs (or results) of an experiment. In case of controlled experiments, these variables are typically quantitative. The execution time of an algorithm may be a response variable within the context of an experiment that evaluates performance on multiple implementations of an algorithm.

Parameters are characteristics fixed at a given value, so they do not vary throughout the experiment execution’s process. In order to compare the quality of code to implement a solution using and not using design patterns, we could set as a parameter the programming language to ensure that the improvement in execution time would be inherent to the use of the pattern and the experiment would be valid within the scope of the language set as parameter.

Factors are features that intentionally vary during executions of an experiment. Thus, the understanding of their effects on response variables are the goals of an experiment. Levels (or alternatives) are the values that a factor can assume. If an experiment is conducted to assess which language is more efficient to solve a given problem, one factor could be the programming language, and the alternatives could be Java and C++.

Blocking variables are undesired variations that occur during the experiment and, thus, cannot be fixed as parameters. However, blocking variables influence the response variables and in many cases invalidate experiments. An experiment focused on assessing the quality of a code written in some particular language can be strongly influenced by the experience of the developer. Therefore, experience may be a blocking variable [6].

Another key concept in the scope of experiments is how valid are their results. A misguided planning, execution or data collection may completely invalidate the results of an experiment. For that reason, it is important to ensure that all aspects that guarantee the validity of an experiment are performed correctly. It is common to define the existence of four types of validity: conclusion, internal, construction and external [15].

When the basics are known, as well as the process of experimentation, we are already able to conduct an experiment. Recalling those after conducting a controlled experiment is very important to replicate it. Replication of an experiment consists in running it again, preferably by another group of researchers, to ensure the validity of the results and adjust possible mistakes in planning, analysis, and conclusions.

3. DOMAIN-SPECIFIC LANGUAGES
According to Fowler [4], a Domain-specific language is a computer programming language and, like any other language, is as a way of manipulating abstractions. Domain-specific languages are languages of limited expressiveness focused on a particular domain.

DSLs are composed by two key concepts: Like any other computer programming language, it should run on a computer attending to a purpose; Every language should have a sense of fluency where the expressiveness comes not just from individual expressions but also from the way they can be composed together.

A general-purpose programming language provides lots of capabilities: supporting varied data, control, and abstraction structures. All of this is useful, but makes it harder to learn and use. A DSL, on the other hand, provides a bare minimum of features needed to support its domain. You cannot build an entire software system in a DSL; rather, you use a DSL for one particular aspect of a system.

Fowler states that a limited language is only useful if it has a clear focus on a small domain. The domain focus is what makes a limited language worthwhile.

There are three different kinds of DSLs: Internal DSLs, External DSLs and DSL Workbenches. A DSL within a general purpose programming language is an Internal DSL (i.e.: Regular Expression in some languages). A DSL that runs separate from the language of the application it works with is an External DSL (i.e.: XML). External DSLs will usually be parsed by a code in the host application using text parsing techniques. When you have a specialized IDE for defining and building DSLs, used not just to determine the structure of a DSL but also as a custom editing environment for people to write DSL scripts, you have a DSL Workbench.
3.1 DSL Lifecycle

Fowler states that a common alternative is firstly define the DSL. He mentions that you should begin defining some scenarios and the way you would like the DSL to look. Additionally, he emphasizes the presence of a domain expert during the construction of the language: “This is a good first step to using the DSL as a communication medium”.

When you sit down with some people who understand the customers’ needs, you come up with a set of controlled behaviors, either based on what people wanted in the past, or on something you think they will desire. That is the input you need to create a way to write it in a DSL form.

For every interaction in this workflow, you will modify the DSL to support new capabilities. By the end of the exercise, you will have worked through a reasonable sample of cases and will have a pseudo-DSL description of each of them. Once you have a representative set of pseudo-DSLs, i.e. a representative set of features for a given domain, you can start implementing them.

3.2 DSL Workbench

In the present study, we constructed a DSL Workbench to improve productivity in the experiment execution, minimize flaws in the experiment modeling, and to mitigate the social barriers in the understanding and sharing of knowledge among stakeholders in controlled experiments. The first two goals can be achieved by systematizing the process of controlled experiments. The third goal, which is our main focus, can be achieved by a DSL Workbench.

A DSL workbench is an environment designed to help people create new DSLs, together with high-quality tooling, required to use those DSLs effectively [4]. This visualization representation is similar to the DSL itself in that it allows a human to understand the model. The visualization differs from the source in that it is not editable, but on the other hand, it can do something an editable form cannot, such as render diagrams. Communication with the customers and users is the most common source of project failure in software development. By providing a clear yet precise language to deal with domains, a DSL can help improve this communication. Additionally, as Fowler states: “I do think DSLs can improve communication. It is not that domain experts will write the DSLs themselves; but they can read them and thus understand what the system thinks it is doing. By being able to read DSL code, domain experts can spot mistakes. The biggest gain from using a DSL in this way comes when domain experts start reading it. Involving domain experts in a DSL is very similar to involving domain experts in building a model. I have often found great benefit by building a model together with domain experts; constructing a Ubiquitous Language deepens the communication between software developers and domain experts” [4].

4. ESEML

In order to develop the DSL for the present study, our work started based on the lifecycle defined by Fowler to create Domain Specific Languages [4]. Instead of starting by the Domain Specific Language itself, a preliminary informal review of models, ontologies [5, 9] and other formal representations for controlled experiments has been done. Our objective was to provide a rationale of concepts and their relations for controlled experiments. The idea was to define our Domain Model and then proceed with the DSL itself.

Based on concepts, entities, and relations raised by relevant studies, we came to a leverage for our model. Due to space constraints, part of the ESEML domain model is depicted in Figure 1. The starting point for the implementation of our DSL was creating, through code generation, the experimental plan.

We chose the Microsoft DSL Tools to create the DSL. We first need to define a domain model, therefore we proceed with a preliminary definition of the model and implement the entire DSL later. After the conception of the model, the next step was defining the visual representation of the DSL. Just like the lifecycle mentioned by Fowler, a couple of interviews with experienced researchers and further validation with the proposed visual representation were done. Our objective was to follow the first step mentioned by Fowler, to start using the DSL as a communication medium among stakeholders.

These interviews led to the conception of new features and ideas for the DSL. Anyhow, we chose not to add new features, avoiding to exceed time and scope limitations we had due to the nature of this project, making us to stick with our preliminary domain model. Additionally, no semantic validators were implemented due to the same restrictions.

By using the ESEML Workbench, the user can instantiate his own experiment from a pre-defined model for controlled experiments. The whole idea of our domain model was to summarize, through a rationale of models in software experimentation, the entities involved in a controlled experiment. Part of the ESEMl workbench is presented in Figure 2. The experiment elements that the researcher will use to define his experiment are on the objects palette in the left-hand side. Each element corresponds to one specific experiment element in the domain model (see Section 2). On the right-hand side you can see the diagram with the domain elements of the experiment being modeled.

At the elements palette the user can define both null and alternative hypothesis, factors, related treatments, parameters, dependent variables, subjects, experimental units, adherence tests, hypothesis test, define threats and valida-

\[\text{The complete domain model is available at http://bit.ly/Sr2mqu.}\]
Our objective was to define each element and its relationships in a model reflecting a controlled experiment. Thus, in a GQM structure, for example, a controlled experiment is linked to a goal that has an embedded relationship with questions, and each question have a set of metrics.

Elements within the ESEML model have properties that can be defined during the construction of the experiment model. The final graph that represents the experiment is going to be syntactically and semantically validated. Thus, in order to minimize errors during the configuration of the experiment, the ESEML will be capable of prompting the user for possible experiment threats of validity, also it can identify confounding factors or even show that questions are not based on any metrics.

The model represents the experiment. Thus, it might work as an effective communication channel between different stakeholders in the experimentation process mitigating doubts and conflicts in the experiment configuration.

Finally, from the defined model, there is information to generate the experimental plan, forms to collect data, scripts to perform statistical analysis of the defined metrics, and other artifacts related to your experiment. Thus, ESEML is intended to ease the burden in the process of experimenting, from planning through data collection and analysis, those can be achieved through transformations of the domain model instance. We believe that these transformations might improve productivity of experimentation in software engineering.

We focused our work on implementing a language that enables researcher to represent all the data needed to allow the automated generation of an experimental plan. Microsoft DSL Tools Framework [3] uses T4 transformation templates to generate code. A set of conditions and rules has been defined to iterate through our Domain model structure and transform the model into a PDF document. The document is intended to contain all demands to the experimental plan. After defining your controlled experiment through the visual representation of our DSL, you are just one click away from generating the experimental plan. Due to space constraints, an example of the experimental plan generated by our DSL using a real experiment definition is available at http://bit.ly/RusZym.

5. RELATED WORK
Initially, an informal review of the literature looking for similar studies has been done. No studies involving the definition of a DSL and a Language Workbench for modeling empirical studies in software engineering were found. It was possible to find some tools focused on supporting the conduction of empirical studies in software engineering, which are presented in this section.

Tori et al. [13] presented a Computer-Aided Empirical Software Engineering (CAESE) framework and Ginger2, a partial implementation of this framework, that aims to support all phases of an in vitro study (controlled experiment) in software engineering. However, the experiment design phase support was not implemented in the Ginger2 as reported in [13] and this phase is exactly what our work focus. Punter et al. [8] show the advantages of online surveys making use of some web survey tools management systems like Globalkarp iSurvey, or eSurvey. Bandara et al. [1] propose an overall approach to conduct systematic literature review in the context of information systems making use of NVIVO, a qualitative data management tool, and ENDNOTE, a personal reference database.

6. CONCLUSION
In the present work we have reviewed the concepts of Experimental Software Engineering focused on controlled experiments. Additionally, we have addressed challenges found throughout different phases of an experiment, from an initial experimental plan to final study validations. Issues found throughout the process of experimenting were listed in order to present the complexity of the domain and confirm the need of better tools to realize experimentation.

A domain-specific language was defined and presented according to the needs aforementioned and based on experienced researchers in the empirical software engineering topic. The process described by Fowler was followed in the conception of the ESEML Workbench, its domain model, and the visual representation of the DSL. At last, we present a case of an automatic generation of the experimental plan, which was the starting point for the present study. See a generated plan at http://bit.ly/RusZym.

Finally, the potential of the proposed DSL was emphasized through the exemplification of what can be done in code generation applied in model transformation, for the activities involved in a controlled experiment.

7. FUTURE WORK
For future work, our DSL Workbench is intended to generate any artifacts necessary to conduct a controlled experiment, including software to collect data effectively from the experimental units. Limited transformations and validators were implemented in our DSL due to scope and time limitations. Those are intended to be included in the next release.
We found out that a Systematic Review of Studies proposing a formal model for controlled experiments became necessary to proceed with our domain model. Thus, we are now intended to start a Systematic Review of Studies to provide the deeper rationale that is needed. Furthermore, we want to obtain a deeper understanding on how to automate validation of formalized hypothesis and identify confounders within these. Thus, through systematization, our DSL will try to minimize bias in the controlled experiments using our tool or, in other cases, provide visual cues so domain experts can fix the formalized hypothesis manually.

When the language and environment achieve a greater degree of maturity, we intend to use empirical methods in a systematic way to assess whether the proposed ESEML really facilitates the modeling process and the definition of an experimental plan.
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