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Abstract. In this paper we propose a modeling framework for the integration of domain-
specific knowledge into complex systems. This framework especially supports the robustness
of behavior in autonomic systems. In order to provide meaningful and adequate behavior
in the presence of dynamic (or adverse) environments systems must possess the ability to
assess their current state on the basis of knowledge about themselves and their environ-
ments. We consider a system’s state as represented by an array of domain-specific models
(each describing a specific aspect of the system) and support the reasoning about behav-
ior using transformation rules (based on multiset-rewriting). In order to get even closer to
the semantics of domain-specific terminologies we rely on fuzzy description logics. Thus we
are able to support robust automatic reasoning about behavior w.r.t. to different aspects of
environments.

1 Introduction

Our approach relies on the conviction that the behavior of complex systems in
dynamic environments has to rely on an understanding of their current situation.
This can only be achieved when we enhance the systems capabilities to represent
and reason about situations using abstract concepts which have a richer semantic
content than concepts from traditional programming languages. In our approach we
claim that the systems have to be able to represent the actual situation as domain-
specific model thus using similar concepts, abstractions and reasoning mechanisms
as human domain-experts. Thus, complex applications which are deeply embedded
into medical processes (e.g. supervisioning a patient during a medical operation)
have to be able to interpret the data in an adequate way as well as sensor networks
have to know the subject of an observation in order to react to requests from the
environment.

By the integration of domain-specific models into the architecture of complex
systems we support a bundle of important requirements. One major requirement
for this kind of systems is related toward their capability to automatically adapt
to changing and unexpected environments. Thus they have to provide meaningful
functionality also in situations which could not be anticipated by their developers.
Especially the unavailability of expected services in pervasive environments may
cause the necessity to search for alternative services or to invoke a reasonable fallback
behavior. Consequently these systems belong to a new type of systems which have to
be context aware and to possess the ability to autonomously control their behavior
according to environmental conditions. This bundle of features is currently discussed
under the topic autonomous computing [7]. In this presentation we claim that the



automatic assessment of systems’ behavior can well be supported by integrated
reasoning about domain-specific models.

We claim that the role of formal methods and modeling techniques has con-
siderably changed in the light of this evolution in the field of systems engineering.
Traditionally formal methods were used to predict the systems’ behavior during the
design phase in order to support claims concerning their behavioral properties. In the
future however modeling techniques will support the systems’ ability regarding the
assessment of their own behavior. For this sake systems have to internally represent
their environment, to anticipate future developments and to initiate compensatory
measures. As we claim the use of domain-specific models is a viable approach with
respect to the increasing of situational understanding.

In this paper we concentrate on the knowledge-based assessment of the systems’
situational behavior. We claim that this capability of self-evaluation is a precondition
for advanced features of autonomous behavior. We propose to use description logics
[1] as a light-weight formalism for domain-specific modeling and the support of
automated reasoning. From our point of view such a light-weight formalism has to
meet three requirements which may be unfamiliar from a traditional viewpoint.

Intelligibility. Formal specifications have to support domain specific high level
concepts which enable an adequate view on the systems environment. We claim
that techniques from knowledge representations and ontological reasoning can
be employed in order to incorporate relevant domain knowledge in the systems.
Thus, ontological modeling provides an instrument for a seamless integration of
domain knowledge into the systems’ architecture.

Uncertainty and Incompleteness. Adverse environments are characterized by
unexpected changes (uncertainty) and by a high complexity which makes an
exact description impossible or inefficient. Incomplete specifications make it pos-
sible to handle this situational vagueness in a robust way. As we will see the issues
of vagueness and uncertainty are treated by the introduction of fuzzy logics [8]
and modal logics [19] into terminological reasoning.

Efficient Automated Reasoning. We claim that an enhanced intelligibility and
support for incomplete specifications have to go hand in hand with well-defined
semantics and efficient decision procedures. For this sake we heavily rely in our
approach on the notion of model transformation. As we will see later we chose
multiset rewriting as a foundation of transformation.

In this paper we present an approach for the integration of domain-specific mod-
els into complex systems which satisfies these requirements. We claim that the
resulting knowledge-enabled systems show enhanced features in terms of context-
awareness and adaptive behavior.

First we give an outline of the general architecture (cf. Section 2) which we are
using for the integration of domain models. Then we briefly discuss the basic concepts
of fuzzy description logics (cf. Section 3) which can be considered as the meta-model
in our framework. Finally we describe how we can employ model transformation
(based on multiset rewriting) in order to reason about complex behavior in dynamic
environments (cf. Section 4).



2 General Architecture

Multi-Agent Systems. We base our approach on knowledge-based modeling of multi-
agent systems [5]. It is well-known that multi-agent systems support behavioral
adaptivity and local decision making and thus enable meaningful behavior in highly
distributed systems. The resulting problem of coordination of local behaviors how-
ever can be approached in terms of knowledge-based modeling. In order to so we
provide an architecture which enhances the availability of knowledge for the agents.
As we already argued, we use domain-specific models (i.e. ontologies) for the de-
scription of the relevant modeling aspects. From an architectural perspective the
relevant information is gathered in a blackboard-component [14] (or tuple space[4])
(cf. Figure 1). One characteristic feature of our approach consists in the distinction
of multiple knowledge aspects (cf. [11] for a similar approach) represented by dif-
ferent domain-specific models which rely on the same metamodel. Thus knowledge
about complex systems is represented as an array of related sub-models (represented
by different knowledge bases) which we call aspects.
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read, write \ \ / / read, write

Blackboard (Tuple Space)

tell/ask tell/ask tell/ask

Archi-

Behavior Knowledge
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Fig. 1. Global Architecture

Aspect-related Domain-Models. Using description logics as metamodel we define
terminologies as domain-specific models related to specific knowledge aspects. The
separation between different aspects allows us to keep the metamodel simple and to
reuse the same procedures for automatic reasoning (based on fuzzy subsumption).
This kind of reuse heavily relies on semantic correspondences between description
logics, dynamic logics and modal logics (first described by [13]). In the architecture
the domain-specific models are represented as knowledge bases in our architecture
which can be modified from outside during runtime using tell-, ask- and remove-
routines which are provided by KB-interfaces [10].

This architecture directly supports automated domain-specific analysis and con-
sistency checks. Since we organize domain-specific knowledge in knowledge bases we
can apply reasoning services which are supplied by description logic [1]. Especially
the reasoning about (fuzzy) subsumption supports the assessment of the current
state w.r.t. to global requirements. Note that the use of description logics directly
supports reasoning about incomplete specifications (via the open world assumption)
and the integration of implicit information (via reasoning about subsumption).



Fuzziness. In general we use fuzzy extensions of description logics in order to provide
an adequate representation of vague knowledge [16]. This vagueness enhances the
effectivity of knowledge processing as well as the robustness of systems’ behavior.
Moreover in many cases a system’s actual state has to be evaluated w.r.t. conflicting
requirements. This means that it is impossible in many situations to satisfy all
requirements completely at the same time. This type of problems which is known
as fuzzy optimization problems [20] can be modeled using fuzzy description logics.
Especially the automatic evaluation of a system’s state can be supported by a fuzzy
comparison of the actual state with the desired state. For an example cf. Section 3.

Applying the Chemical Metaphor. Following [3] we use the metaphor of a chemical
solution for the domain-specific representation of a situation. A solution contains
molecules which represent terms which are taken from the aspect-related domain-
models (terminologies). For example they may represent knowledge about systemic
agents, their behavior or their expectations. When these molecules meet certain cri-
teria they can react according to reaction rules. Since in our model the terms are
embedded in multisets the semantics of reaction rules consists in multiset rewriting.
We chose this highly reactive semantic model as the basis of our process description
because we feel that it is highly appropriate for the description of unexpected be-
havior. Especially, environmental changes or unexpected contextual influences can
be modeled by introducing new molecules into the solution.

Systems Behavior: Transformation of Models. We use the rule-based transforma-
tion of domain-specific models in order to describe complex systems behavior. The
behavior of complex systems depends on many influences which determine the char-
acteristics of the successor state in a given situation. In our approach we conceive
these influences as aspects and manage the knowledge related to them in different
domain specific models. This approach enables us to describe global behavior as
coordination process between different knowledge bases. For this sake we define a
construct which we call task which is considered as a self-contained and meaningful
entity of global systems behavior. Tasks are represented by transformation rules.

Definition 1 (Task (simplified)). We define a task as a tuple T' = (precon, post),
where precon is a set of preconditions and post a set of post-conditions.

From a technical viewpoint a task can be described as transformation of domain-
specific models. Consequently the conditions in set precon have to hold in order to
enable the application of a task while the conditions from set post are introduced
into the knowledge bases in order to represent the state after the accomplishment of
the task. Our concept of task is very similar to the planning operators in STRIPS
[12] or to service descriptions [2].

Reasoning about Complex Behavior. There are two basic styles of reasoning about
complex behavior which are supported by this kind of modeling.

Executability. An action is executable, if its preconditions hold (i.e. if they are
satisfied by the interpretation of the knowledge bases Z |= pre).

Projection. An action leads to the desired consequences (described by its post-
conditions) if its post-conditions hold in the transformed interpretation Z.



Precon|collapse-observed Y|Y

expertise low|high
Post |do-alarm Y|Y
pulse-control low |high

stable-blood-circulation|| Y | Y

Fig. 2. Task Reanimation

In Figure 2 we give an example for a simplified task specification (from the medi-
cal domain) using a domain-specific description. A small subset for the international
guidelines for cardiopulmonary reanimation [18] is described using a tabular nota-
tion. We use a simple tabular notation (known as AND-OR-table) [9] in order to
support an easy specification of systems behavior by domain experts. In the upper
part we describe the situation that has to be given in order to make the application
of the rule possible while in the lower part the resulting situation is described. Note
that the semantic counterpart to situations are CHAM-style solutions which contain
domain-specific terms as molecules.

In our example the task’s goal consists in the achievement of a stable blood
circulation. According to the guidelines we distinguish two situations: in the first
the active agent has no professional training while in the second he is trained for
handling such occurrences. For the sake of example in the first case the patient’s
pulse should not be tested (because of the limited exactness of this test). Note that
we use the fuzzy attribute expertise to reason about the capabilities of the active
agent.

Note that we supply a tabular notation which is suitable for the needs of domain-
experts while at the same time we have a well-defined semantics for rule application
which relies on multiset transformation. Consequently such rules can be applied in
the course of automatic reasoning. They thus represented an constitutive part of
knowledge which is available in the system.

3 Fuzzy Description Logics

In order to keep this presentation self-contained we give a brief review of fuzzy
description logics in this section.

Following [15] we describe a fuzzy extension of description logics. We introduce
semantic uncertainty by introducing multi-valued semantics into description logics.
Consequently we have to introduce fuzzy sets instead of the crisp sets used in the
traditional semantics (cf. [1]). For this sake we conceive the model of the termino-
logical knowledge which is contained in a knowledge base as fuzzy set. When used
in assertional statements we can express the fact that different instances (elements
of A) may be models of a concept to a certain degree.

Definition 2 (Fuzzy Interpretation). A fuzzy interpretation is now a pair Z =
(AL, T), where AT is, as for the crisp case, the domain whereas - is an interpretation
function mapping

1. individuals as for the crisp case, i.e. at # b, if a # b;
2. a concept C into a membership function C* : AT — [0,1];



3. a role R into a membership function RT : AT x AT — [0, 1].

If C' is a concept then CF will be interpreted as the membership degree function
of the fuzzy concept C' w.r.t. Z. Thus if d € A? is an object of the domain AZ then
C%(d) gives us the degree of being the object d an element of the fuzzy concept C
under the interpretation Z [15].

The interpretation function -Z has to satisfy the following equations:
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In this article we silently introduce fuzzy numeric restrictions as well as predicates
on fuzzy concrete domains (which are very similar to linguistic variables and support
the integration of linguistic hedges [8]). We also heavily rely on the concept of fuzzy
subsumption which we introduce by example.

Fuzzy Subsumption. Intuitively a concept is subsumed by another concept (in the
crisp case) when every instance of the first concept is also an instance of the second.
In the fuzzy case, however, we are interested in the degree to which the current
situation conforms to a certain concept. In the following example we are interested
in the degree to which a patient’s 02-saturation can be considered as normal during
a medical operation.

normal = situation M3 o2-saturation.very(High)
current-situation = situation M3 o2-saturation.=;

On this background we can reason about the following statement:
K B ke current-situation C normal

We can give a visual account of the argumentation related to the problem (Fig-
ure 3). For the linear representation of very we use:

ver() %m : 0<ax<0.75
yix 2w—1 : 075<z<1

As as solution we obtain a support of .33.

4 Context-Aware Behavior

Briefly considering another example we can demonstrate what kind of contribution
may be expected from our approach with respect to context-awareness in complex



Fig. 3. Very High

systems. We show for example that a knowledge-based integration of medical sensor
technology can be achieved on the basis of integrated domain-specific modeling.
While there have been huge progresses concerning the development of sensors for
the measurement of vital data the integration of these devices is still incomplete [17].
As a consequence a large number of nuisance alarms are bothering the medical staff
and affect the system’s safety. A typical case for an undetected interdependence
between sensors resulting in false alarms is represented by the situation where an
alarm related to oxygen saturation occurs when the blood pressure cuff is inflated.

On the background of our argument we require that in this type of situation the
Os-sensor should know whether the cuff is inflated. A meaningful behavior consists
in recognizing situations where the issuing of alarm is inadequate.

Context

Blood Press. Sato2 Precon|02-saturation ||low|low
K cuff-inflated|| N | Y
0

cuff-inflated 2-sat.Low | Post [do-alarm [Y[N]

Fig. 4. Context-Aware Behavior of a Sensor Component

In Figure 4 we specify both variants of behavior. Note that the knowledge of
the sensor component concerning its environment plays a specific role. When the
component knows that the cuff is inflated the alarm is suppressed. Note that an
agent’s knowledge (denoted by operator K) is integrated as an aspect model in our
framework.

5 Conclusions

In this paper we described a framework for the knowledge-based support of context-
awareness in complex systems which relies on the integration of domain-models
representing relevant information. Especially we support high-level descriptions of
systems transformation on the basis of domain-specific modeling. In contrast to
[6] we do not use architectural models but ontological knowledge representation.



By doing this we support a seamless knowledge management, i.e. enable the direct
integration of relevant expert knowledge.
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